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Experience
8/2021 - present Senior Research Scientist

Facebook AI Research, Facebook, New York, NY, USA
8/2020 - 7/2021 Research Scientist

Facebook AI Research, Facebook, New York, NY, USA
6/2019 - 8/2019 Research Intern

Facebook AI Research, Facebook, New York, NY, USA
6/2018 - 11/2018 Research Intern

Google Brain, Google, Mountain View, CA, USA
7/2016 - 8/2016 Research Intern

Mitsubishi Electric Research Lab, Cambridge, MA, USA

Education
5/2020 Ph.D. in Computer Science (GPA: 5.0/5.0)

Massachusetts Institute of Technology (MIT), Cambridge, MA, USA
6/2018 S.M. in Computer Science (GPA: 5.0/5.0)

Massachusetts Institute of Technology (MIT), Cambridge, MA, USA
6/2014 B.S. in Electrical Engineering (GPA: 3.91/4.00)

National Taiwan University (NTU), Taipei, Taiwan

Research Interests
Speech Processing: speech recognition, speech synthesis, multi-modal learning
Machine Learning: semi- and self-supervised learning, representation learning, deep generative modeling

Awards and Honors

2020 ICML 2020 Top Reviewers
2019 NeurIPS 2019 Best Reviewers
2015 Top Universities Strategic Alliance Fellow
2014 Dean’s Award

Service and Activities
Senior Program Committee:

AAAI 2022
Expert Reviewers:

ICML 2021
Program Committee:

NeurIPS 2019-2021, ICML 2019-2021, AAAI 2020-2021, ICLR 2021-2022, ICASSP 2021-2022, Interspeech
2021, ACMMM 2021, ACL 2021, ARR 2021, EMNLP 2021, COLING 2018-2020

Journal Reviewer:
IEEE SPS, IEEE TASLP, IEEE PAMI, IEEE Open Journal of Signal Processing, Neural Networks, Com-
puter Speech & Language

President, Taiwanese Student Association, Massachusetts Institute of Technology, 2016-2017
President, Electrical Engineering Student Association, National Taiwan University, 2012-2013

Skills
Programming: Python, MATLAB, Shell scripts, C++, Go

Toolkit: Tensorflow, PyTorch, CNTK, Kaldi, HTK, Theano, LibSVM
Language: Mandarin (native), English (fluent), Taiwanese (fluent), Japanese (elementary)

mailto:wnhsu@fb.com
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Google Scholar: https://scholar.google.com/citations?user=N5HDmqoAAAAJ
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